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ABSTRACT:  
This paper examines the impact of AI anxiety and neuroticism on attitudes toward Artificial 
Intelligence (AI) through a quantitative approach. With the pervasive integration of AI technologies 
across diverse domains like social media platforms, smart devices, healthcare, and education, gaining 
insight into how individuals perceive and engage with AI becomes essential. A sample of 197 
participants (32 males, and 165 females) completed surveys assessing their levels of AI anxiety, 
neuroticism, and attitudes toward AI. The data were collected via Google Forms using the following 
structured questionnaires: Artificial Intelligence Anxiety Scale (AIA), Artificial Intelligence Attitude 
Scale (AIAS-4), and Neuroticism Scale. The findings indicate significant negative correlations between 
AI anxiety (r=-.286, p<.01), neuroticism (r=-.196, p<.01), and attitudes toward AI, suggesting that 
individuals with higher levels of AI anxiety and neuroticism are inclined towards adopting more 
skeptical viewpoints regarding AI technologies. Moreover, the AI anxiety subscales (learning, r=-.152, 
p<.05; job replacement, r=-.257, p<.01; sociotechnical blindness, r=-.302, p<.01, and AI 
configuration, r=-.256, p<.01) also showed negative significant correlations with the attitudes toward 
AI. At the same time, neuroticism showed significant positive correlations with the composite score 
of AI anxiety (r=.301, p<.01) and all its subscales (learning, r=.219, p<.01; job replacement, r=.250, 
p<.01; sociotechnical blindness, r=.226, p<.01, and AI configuration, r=.277, p<.01). Understanding 
the role of AI anxiety and neuroticism in shaping attitudes toward AI can inform the development of 
strategies to mitigate negative perceptions and foster more positive attitudes toward AI technologies  
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1. Introduction 
 

During the last decade, the term Artificial Intelligence (AI) has gained much 
attention from scholars and practitioners (Brennen, Howard, & Nielsen, 2018; Fast & 

Horvitz, 2017). As Kieslich, Lünich, and Marcinkowski (2021) mentioned, numerous 
expectations concerning AI are present in the collective consciousness. Among those, we 
can find the hope that AI “will increase the veracity of input, effectiveness, and efficiency 
of procedures as well as the overall quality of outcomes” (Kieslich, Lünich, & 
Marcinkowski, 2021, p. 1563), or “automation and computerization will certainly 
transform how work is done, as AI changes or eliminates jobs and creates new ones” 
(Wang & Wang, 2019, p.1). However, according to Rogers (2003), the diffusion of 
innovation, here including new technologies and AI, at first will bring a lot of uncertainty 
and ambiguity as to how those developments will go on, and what social effect will 
generate (Pellegrino, 2015). The success of both the implementation and adoption of AI-
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based technology largely depends on the attitude of those involved and affected. 
Therefore, people may embrace new AI-based technologies, remain neutral, or be skeptical 
or even reluctant (Bauer, 1995). 

Gathered under the generalized label of AI, applications regarding Big Data 
processing, Machine Learning, Neural Networks, and Deep Learning have generated a lot 
of interest in society (Kelley et al., 2019). Defined as a suite of tools and technologies able 
to augment and enhance organizational performance (Alsheibani, Cheung, & Messom, 
2018), the rapid proliferation of AI technologies, particularly in the business sector, has 
significantly raised awareness among the general population, as businesses continuously 
seek customers and markets for their products (Bourne, 2019; Brennen, Howard, & 
Nielsen, 2018). 

Therefore, what will follow is the inevitable impact of AI on society, as mentioned 
by Makridakis, (2017), Olhede and Wolfe (2018), and Vesnic-Alujevic et al. (2020). The 
current context reveals a reality in which individuals will have less and less power in 
deciding to adopt AI-based technologies (Brownsword & Harel, 2019). Instead, major 
decisions regarding introducing AI technologies will primarily be made by various 
stakeholders, such as large corporations and governments (Chen & Wen, 2021; Jones, 
Kaufman, & Edenberg, 2018). As AI-based technologies become increasingly common, 
understanding attitudes toward AI and examining the psychological factors associated with 
these attitudes is essential for guiding their development, adoption, and regulation (Araujo 
et al., 2020; O’Shaughnessy et al., 2022). Therefore, this study can yield important insights 
into the factors related to AI attitudes, following the work of Nadimpalli (2017) and Eitel-
Porter (2021). 

As mentioned by Kim and colleagues (2023) “the abstract nature of AI, its 
pervasive integration into daily life, and the profound implications for the future form a 
relentless source of stress. The complexity of AI can be overwhelming for many, fostering 
a heightened sense of vulnerability and a perceived loss of control. The intricate algorithms 
underpinning AI, their decision-making processes, and the broad societal impacts often 
seem overwhelmingly complex and unpredictable” (p.5).  
 
2. Theoretical Background 
 

Previous studies have shown that public attitudes toward AI are mixed (Fast & 
Horvitz, 2017; Kieslich, Keller, & Starke, 2022; Kolasinka, Lauriola, & Quadrio, 2019), 
some viewing it as game-changing and revolutionary, while others are anxious and 
suspicious about its black-box nature “because their internal workings and decision-
making processes were not easily decipherable” (Kim et al., 2023, p.3). 

According to various scholars (McManus et al., 2004; Milfont & Sibley, 2012), 
personality may have an important effect on a person’s attitude, and thus it is essential to 
establish whether it also influences the attitudes towards AI. Moreover, as mentioned by 
Schepman and Rodway (2022), the personality factors that correlate with technology 
acceptance and adoption “can vary depending on the technology domain and type of 
attitude measured” (p. 2). Furthermore, Swendsen and colleagues (2013), analyzing the Big 
Five model of personality, identified that the intention to use technology was positively 
correlated with extraversion and negatively correlated with neuroticism. Similarly, Barnett 
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et al. (2015) identified a positive relation between actual technology use and 
conscientiousness, and a negative association between actual technology use and 
neuroticism. Moreover, Qu, Sun, and Ge (2021) revealed positive correlations between 
acceptance of self-driving cars and openness to experience and extraversion and negative 
ones with neuroticism. 

Previous studies (Barlow et al., 2014; John & Srivastava, 1999) have highlighted 
that the presence of a high level of neuroticism is correlated with various negative 
consequences, including poor physical health, low life satisfaction, and an increased 
predisposition to mental conditions such as anxiety and depression. Additionally, people 
with high levels of neuroticism may struggle to maintain healthy social relationships due 
to their propensity for experiencing negative emotions and displaying maladaptive 
behaviors, such as isolation or aggression. (John & Srivastava, 1999). 

Moreover, in research conducted by Barlow and colleagues (2014), the authors 
stated that neuroticism is generally characterized by a predisposition to experience negative 
emotions as reaction to various stressors. They have highlighted a wide range of negative 
emotions within this perspective, including "anxiety, fear, irritability, anger, sadness," with 
a strong emphasis on experiencing anxious or depressive moods (Barlow et al., 2014, p. 
345). 

Furthermore, research by McCrae and Costa (2003) indicates that individuals with 
high levels of neuroticism frequently exhibit negative emotional responses that may be 
disproportionate to the circumstances that triggered them. Lahey (2009) also mentions 
that individuals with high neuroticism may be self-critical, sensitive to criticism from 
others, and may experience feelings of inadequacy. 

Moving further, Bernazzani (2017) noted that AI technologies are likely to replace 
a series of jobs and that increasing reliance on AI may result in a loss of meaning as human 
work is replaced by automation (Nauman, 2017). Additionally, people may be forced to 
change careers and enhance their skills, in line with Manyika and colleagues from the 
McKinsey Global Institute findings from 2017 who stated that “by 2030, 75 million to 375 
million workers (3 to 14 percent of the global workforce) will need to switch occupational 
categories” (p.4). Those changes will bring, along with increased economic productivity 
(Wang & Wang, 2019), a series of concerns and anxiety related to AI’s future development 
and application. 

This anxiety related to current or future interactions with Ai-based technologies, 
together with specific negative cognitions in actual or future AI-based computer-related 
technology interactions (Rosen & Weil, 1990) can be defined as AI anxiety. Johnson and 
Verdicchio (2017) describe AI anxiety as a feeling of fear or agitation about out-of-control 
AI. Although previous studies (Brosnan & Lee, 1998; Wang, 2007) have shown that 
perceptions of anxiety linked with AI technology can either restrict or enhance future 
behavioral intentions, Johnson and Verdicchio (2017) pointed out that the affective 
response of anxiety or fear could deter individuals from engaging with AI. 

Based on the findings from the literature review, the following hypotheses were 
selected (Figure 1): 

Hy1: Artificial Intelligence Anxiety negatively correlates with Artificial 
Intelligence Attitude  

Hy2: Neuroticism negatively correlates with Artificial Intelligence Attitude 
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Hy3: Neuroticism positively correlates with Artificial Intelligence Anxiety 
Hy4: Neuroticism mediates the relation between Artificial Intelligence Anxiety 

and Artificial Intelligence Attitude 
 

 
 

 
 
 

 
 
 
 
Figure 1. Conceptual framework 

 
3. Methods  
 

The sample included 197 participants, comprising 32 males and 165 females. Their 
ages ranged from 18 to 55 years, with a mean age of 20.59 and a standard deviation of 
5.87. For data collection, a purposive convenience sampling method was employed, 
utilizing a self-reported data collection technique. Participants were provided with a brief 
explanation of the study’s purpose before completing the survey, and informed consent 
was obtained. All participants were assured of the confidentiality of their data, which would 
be used solely for research purposes. They were asked to complete a series of 
questionnaires that included the following measures: Artificial Intelligence Anxiety Scale 
(AIA), Artificial Intelligence Attitude Scale (AIAS-4), and Neuroticism Scale 

The Artificial Intelligence Attitude Scale (AIAS-4; Grassini, 2023) is a 
questionnaire comprising 4 items (e.g., AI technology is positive for humanity). Each item 
was rated on a 10-point Likert scale, where respondents indicated the extent of their 
agreement (10 – completely agree) or disagreement (1 – not at all) with various statements. 

The Cronbach Alpha coefficient of the composite score was =.763. 
The Artificial Intelligence Anxiety Scale (AIA) (Wang & Wang, 2019) consists of 

21 items (e.g., I am afraid that widespread use of humanoid robots will take jobs away 
from people), covering four sub-scales: learning, job replacement, sociotechnical 
blindness, and AI configuration. Responses were rated on a seven-point Likert scale 
ranging from 1 (Strongly disagree) to 7 (Strongly agree). The internal consistency 

coefficient calculated for the current sample was =.938. 
Neuroticism Scale (Eysenck & Eysenck, 1968) is a 12-item scale (e.g., I am often 

troubled by feelings of guilt). Responses were measured using a 5-point Likert scale, with 
1 indicating "Strongly disagree" and 5 indicating "Strongly agree". The Cronbach Alpha 

for the composite score was =.917). 
 
 
 

Artificial Intelligence 
Anxiety 

Neuroticism 

Artificial Intelligence 
Attitude 
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4. Results  
 
After data screening and cleaning, the data were analysed using SPSS 26.0 software 

and the PROCESS macro version 3.2.02 developed by Andrew Hayes (Preacher & Hayes, 
2004). Table 1 presents the means, standard deviations, and bivariate correlations for all 
the study variables. As shown, several significant positive and negative correlations were 
identified. 
 
Table 1: Descriptive statistics and inter-correlations of the study variable 

 Mean SD 1 1.a 1.b 1.c 1.d 2 3 

1. Artificial 
Intelligence Anxiety 

83.64 24.11 -       

1.a Learning 23.19 10.82 .790** -      

1.b Job replacement 30.29 8.42 .790** .337** -     

1.c Sociotechnical 
blindness 

18.20 5.50 .810** .433** .713** -    

1.d AI configuration 11.94 5.54 .802** .542** .548** .600** -   

2. Artificial 
Intelligence Attitude 

28.93 6.05 -.151* -.007 -.178* -.208** -.166* -  

3. Neuroticism 41.04 10.70 .301** .219** .250** .226** .277** -.147* - 

 
Specifically, the Pearson correlation between the selected variables was calculated 

to address our first hypothesis (Hy1: Artificial Intelligence Anxiety negatively correlates 
with Artificial Intelligence Attitude). The results (see Table 1) revealed a significant 
negative correlation (r=-.151, p<.05) between Artificial Intelligence Anxiety and Artificial 
Intelligence Attitude. Therefore, a greater level of AI anxiety is related to a more skeptical 
attitude toward AI. Thus, higher levels of AI-related anxiety are associated with diminished 
beliefs in the potential benefits of AI for improving quality of life (Loh et al., 2022), 
enhancing work conditions, and contributing to societal progress and well-being (Matytsin 
et al., 2023; Xia et al., 2022; Yang, 2022). 

Moreover, the detailed analysis of the Artificial Intelligence Anxiety dimensions 
(Table 1), revealed that three out of four anxiety dimensions showed significant negative 
correlations with Artificial Intelligence Attitude: Job replacement (r=-.178, p<.05), 
Sociotechnical blindness (r=-.208, p<.01), and AI configuration (r=-.166, p<.05). Thus, 
anxiety related to potential job losses and the replacement of people with automation, the 
inexplicable and black-box nature of AI, and the presence of humanoid robots resembling 
real humans contribute to a skeptical and even negative attitude toward AI.  

The second hypothesis (Hy2: Neuroticism negatively correlates with Artificial 
Intelligence Attitude) was supported by the corresponding results (Table 1) that showed a 
significant negative correlation between Neuroticism and Artificial Intelligence Attitude 
(r=-.147, p<.05). This finding indicates that increased levels of Neuroticism are linked with 
a more skeptical attitude toward AI. The results align with those of Swendsen et al. (2013) 
who revealed that the behavioral intention to use technology was negatively correlated 
with neuroticism.  
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Concerning the third hypothesis (Hy3: Neuroticism positively correlates with 
Artificial Intelligence Anxiety), the results revealed a strong positive correlation (r=.301, 
p<.01) between Neuroticism and AI Anxiety (Table 1). This positive correlation can be 
explained by the characteristics typically associated with neuroticism. As John and 
Srivastava (1999) mentioned, neuroticism is a personality trait marked by a propensity to 
experience frequent and intense negative emotions, including anxiety, fear, irritability, and 
sadness. Individuals with high levels of neuroticism are often more sensitive to stress and 
more prone to worry. As previously mentioned, numerous factors can trigger anxiety 
regarding AI technologies, particularly in individuals with high neuroticism. One 
significant factor is that AI technologies often operate in ways not fully understood by the 
general public, leading to feelings of uncertainty (Pellegrino, 2015). Moreover, the "black-
box" nature of many AI systems—where the decision-making process lacks 
transparency—can be particularly unsettling for individuals with high levels of neuroticism 
(Kieslich, Keller, & Starke, 2022; Kolasinka, Lauriola, & Quadrio, 2019). Along with those 
factors, the fear of job losses due to automation and AI replacing human roles can be 
particularly distressing, especially in individuals predisposed to worry about financial and 
professional stability (Nauman, 2017). 

The fourth hypothesis (Hy4: Neuroticism mediates the relation between Artificial 
Intelligence Anxiety and Artificial Intelligence Attitude) was tested using the PROCESS 
macro developed by Andrew Hayes (Preacher & Hayes, 2004).  

The model was conceptualized with Artificial Intelligence Anxiety (AI Anxiet) as 
the predictor variable, Neuroticism (Neurot) as a mediator, and Artificial Intelligence 
Attitude (AI Attid) as an outcome variable (Figure 1). The results did not show a significant 
indirect effect of Neuroticism on the relation between Artificial Intelligence Anxiety and 
Artificial Intelligence Attitude (Table 2). 
 
Table 2: Regression results for the mediation process 

Model Coeff. SE t p CI(lower) CI(upper) 

Without mediator 

AI Anxiet -> AI Attid (c) -.0379 .0178 -2.1331 .0342 29.0545 35.1575 

With mediator 

AI Anxiet -> Neurot (a) .1335 .0303 4.4051 .0000 .0738 .1933 

Neurot -> AI attit (b) -.0630 .0419 -1.5054 .1138 -.1456 .0195 

AI Anxiet -> AI Attid (c’) -.0295 .0186 -1.5880 .1139 -.0661 .0071 

 
In the first step of the analysis, the regression of AI Anxiety on AI Attitude, 

ignoring Neuroticism, is significant, F(1,195) = 4.55, p < .05, R2 = .02, b = -.03, t(195) = 
-2.13, p < .05. The second step of the mediation model shows that the regression of the 
AI Anxiety on Neuroticism, is significant, F(1,195) = 19.40, p <.001, R2 = .09, b = .13, 
t(195) = 4.40, p < .01. The third step of the mediation process shows that Neuroticism, 
controlling for AI Anxiety is no longer significant, F(2,194) = 3.42, R2 = .03, p < .05, b = 
-.06, t(194) = -1.50, p > .05. The last step reveals that controlling for Neuroticism, AI 



                                        D. F. Stănescu and M. C. Romașcanu                                                         197 

© 2024 The Authors. Journal Compilation    © 2024 European Center of Sustainable Development.  
 

Anxiety is also no longer significant predictor of AI Attitude, b = ,01, t(194) =-1.58, p > 
.05. 

 
5. Discussion 
 

The first hypothesis was confirmed by the results both for composite scores and 
for three out of four AI Anxiety subdimensions. Job replacement anxiety stems from the 
fear that AI and automation will replace human jobs, leading to unemployment and 
economic instability (Bernazzani, 2017). As AI systems become more capable, there is a 
real concern that many jobs, particularly those involving repetitive tasks, will be automated. 
This anxiety is particularly pronounced in industries where AI has already started to 
displace human workers, ultimately leading to a loss of meaning in their work (Nauman, 
2017). The uncertainty about which jobs will be affected and the potential scale of the 
impact contributes to this anxiety.  

Furthermore, sociotechnical blindness refers to the anxiety related to the potential 
for AI systems to be developed and deployed without sufficient consideration of the 
broader social, ethical, and technical impacts. This can include concerns about bias in AI 
algorithms, privacy violations, and the lack of transparency in AI decision-making 
processes (Johnson & Verdicchio, 2017). Sociotechnical blindness is a fear that society 
might blindly trust AI systems without fully understanding or addressing the negative 
consequences that could arise from their use. This dimension of AI anxiety highlights the 
worry that the social and ethical implications of AI are being overlooked or inadequately 
managed. This lack of transparency made it difficult to understand how these models 
reached their conclusions, which in turn limited their broader applicability, especially in 
areas that require clear and explicit reasoning (Castelvecchi, 2016). 

Lastly, AI configuration revolves around concerns about how AI systems are 
designed, configured, and controlled. Similar to robot anxiety (Wang & Wang, 2019), and 
uncanny valley, the discomfort people feel when robots or other artificial beings appear 
almost, but not quite, human (Ho & MacDorman, 2010) showed a significant correlation 
with the AI attitude. This near-human appearance can create a sense of unease, as the 
robot seems familiar yet eerily different, triggering feelings of robot anxiety. 

The Learning dimension of AI Anxiety, linked to the fear or discomfort people 
may feel about needing to acquire new skills and knowledge required to effectively work 
alongside AI systems (Piniel & Csizér, 2013) did not correlate with the AI Attitude. AI will 
continue to evolve and this will require a growing need for individuals to continually 
update their skills to stay relevant in the job market. Although this can be overwhelming 
for many, especially those who feel they lack the necessary technical expertise or resources 
to learn new technologies, it seems that it won’t have a relevant impact on the positive or 
negative attitude toward AI.  

Similarly, the results also confirmed the second hypothesis, indicating that 
individuals with high levels of neuroticism are more likely to view AI and automation as 
threats to their job security, privacy, and social roles. Their general tendency toward worry 
and fear can amplify concerns about AI replacing human jobs, making mistakes, or causing 
harm (Sindermann et al., 2021). Moreover, the rapid and unpredictable advancement of 
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AI technologies can provoke a negative reaction in those high in neuroticism, as they may 
feel overwhelmed by the pace of change and uncertain about their ability to adapt. 

Furthermore, previous studies showed that high scores in Neuroticism describe 
individuals who are prone to anxiety, frequent worry, and a tendency toward depressive 
behaviors (Costa & McCrae, 1992; Rammstedt & Danner, 2017). Following the same 
personality dimension of the Big Five, Szalma and Taylor (2011) found that Neuroticism 
was positively correlated to negative attitudes toward robots. The same results were 
identified also between Neuroticism and agreement with the automated advice (Szalma & 
Taylor, 2011). 

Therefore, starting from the wider acknowledgment that AI applications can have 
intended and unintended negative consequences if not implemented carefully, scholars and 
government representatives such as UNI Global Union (2017) or The Institute for Ethical 
AI & Machine Learning (2020) have begun to work on a series of AI ethical principles. 
Those initiatives can help individuals reduce anxiety and have a more realistic attitude 
toward AI. One recent example is represented by the Algorithmic Accountability Act 
which emphasize the importance of transparency and fairness in AI systems (Kim et al., 
2023).  

Moreover, AI is already embedded in a large number of products, starting from 
smartphones to self-driving cars, and it will become “a driver of the economy” (Montag 
et al., 2024, p.1). Therefore, those having a positive attitude toward AI may profit from it 
by an early adaptation of AI-based technologies.  

As observed in previous studies (Sindermann et al. 2022), Neuroticism is 
positively related to negative attitudes toward artificial intelligence. But, as mentioned by 
Marengo et al. (2021), the neuroanatomically bottom-up drivers of neuroticism are 
represented by fear, sadness, and anger. Starting from this observation and Panksepp’s 
Affective Neuroscience Theory (Montag & Panksepp 2016; Panksepp 2011), Montag and 
colleagues (2024) have tried to identify the possible associations between these primary 
emotional systems and attitudes toward artificial intelligence. Their findings revealed 
positive correlations between all negative primary emotional systems, namely fear, sadness, 
and anger, and negative attitudes toward artificial intelligence (Montag et al., 2024). 

Therefore, mitigating those emotions through different types of regulations 
regarding AI development and the pace of AI implementation has become a necessity. 
One way of doing this is by “instituting regulations that control the development speed of 
AI” (Kim et al., 2023, p.20). This “could provide the public with a necessary adaptation 
period, diminishing anxiety and bolstering resilience” (Kim et al., 2023, p.20). 

 
6. Conclusion 
 

The current study sought to examine the impact of AI anxiety and neuroticism on 
attitudes toward Artificial Intelligence (AI) through a quantitative approach. Furthermore, 
the mediation role of Neuroticism in the relation between AI anxiety and AI Attitude was 
investigated. The findings showed significant negative correlations between Artificial 
Intelligence Anxiety and Artificial Intelligence Attitude, as well as between Neuroticism 
and Artificial Intelligence Attitude, consistent with previous findings (Barnett et al., 2015; 
Qu, Sun, & Ge, 2021; Swendsen et al., 2013). Moreover, the results revealed that 
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Neuroticism positively correlates with Artificial Intelligence Anxiety, suggesting that 
people exhibiting increased levels of neuroticism are more prone to experience anxiety 
related to the development and implementation of AI technologies ((Kieslich, Keller, & 
Starke, 2022; Kolasinka, Lauriola, & Quadrio, 2019; Nauman, 2017). 

Despite the notable findings of this study, there are several limitations. One major 
weakness is the use of a cross-sectional design, which prevents the assessment of cause-
and-effect relationships, although the mediation analysis performed (regression table) 
points toward this type of causal explanation. Furthermore, the small sample size makes it 
difficult to generalize the results beyond the investigated population. Additionally, as is 
typical in many studies, the reliance on self-reported questionnaires often emphasizes 
attitudes rather than actual behaviors. Future studies should investigate the role of core 
self-evaluation (neuroticism, self-esteem, self-efficacy, and locus of control) in the attitude 
toward AI, and the mediating role of some individual variables such as magical thinking 
(Musa, 2020), illusory beliefs (Kingdon, Egan, & Rees, 2012) or thought control 
(Szczepanowski et al., 2021). 

One important distinction is the different types of AI anxiety (Spielberger, 1966). 
Future studies should distinguish between "state anxiety," which is a temporary reaction 
to adverse events, and "trait anxiety," a more stable personality characteristic that reflects 
a persistent tendency to respond to various situations with concerns, troubles, and worries 
(Saviola et al., 2020). 

Furthermore, the growing capability of generative AI to produce written content, 
images, and music, tasks once thought to be beyond the reach of AI, amplifies the concern 
about being replaced by these technologies. As mentioned by (Kim et al., 2023, p.7), “the 
advent of generative AI models has rapidly dissolved the previously assumed boundaries 
delineating AI’s capabilities, challenging both societal expectations and academic 
predictions regarding the scope of AI over the ensuing decade”. As AI continues to be 
implemented in more and more areas, the incapacity to properly use AI may trigger a fear 
of becoming technologically obsolete (Schwab & Samans, 2016). 
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