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Abstract  
Diversification of energy supplies is one of the main priorities of the energy policy of the developed 
countries. The major objective of this research is the model for predicting the economic impact of 
renewable energy using artificial intelligence techniques. This has been achieved by using the neural 
networks for the various issues related to renewable energy. 
The designed model consist in identification of those macroeconomic indicators that are required 
for the database creation, validation and testing in the view of obtaining the smallest error in the 
validation set for predicting the renewable energy impact upon the economy. The performance of 
the model was also revealed by comparing control graphs. 
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1. Introduction 
 

Taking into account the limitations of the estimated fossil fuels, the necessity of 
identifying and exploiting other alternative energy supplies emerges, such as the 
renewable energy sources that contribute to the ecological balance of the planet. 
The renewable sources of energy (wind, solar, hydropower energy, hydroelectric energy, 
geothermal energy, biomass and biofuels) are alternative sources to the fossil fuels that 
contribute to the reduction of greenhouse gas emissions, to the diversification of energy 
supplies and to the reduction of dependence on the volatile and unreliable markets of 
fossil fuels, especially oil and gas. 
 The limited resources of the planet must be used wisely in a more sustainable way. Our 
society relies on metals, minerals, fuels, water, wood, fertile soil and fresh air, which 
constitute vital factors for maintaining the proper running of our economy. If all these 
limited sources are consumed faster than they can regenerate, then significant unbalances 
can occur. Europe relies on the rest of the world for resources, such as fuels and raw 
material, which are embedded in products imported from outside EU. The deficits and 
price volatility of commodities could cause instability in some regions of the world; 
consequently the increase of efficient use of resources becomes essential (Calvert and 
Simandan, 2010). 
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An interesting research conducted in Turkey outlines that the remarkable renewable 
energy potential of this country and suggest the renewable sources as a solution for 
Turkey’s energy-related challenges (Çetin and Vardar, 2014). 
A viable solution could be the replacement of the main energy sources with alternatives 
ones, which provide higher efficiency and reduce the environmental impact during their 
life cycle. In order to meet the demand for energy resources covered by renewable 
supplies, combined with classical ones, the European states have developed various 
energy strategies, focussing mainly on increasing the economic efficiency, the use of 
primary energy resources and of the converted ones (Khaligh and Onar, 2009). 
European Union is highly involved in the global fight against climate change, by setting 
some of the world’s most ambitious climate as well as strategic energy targets and 
integrating of more and more renewable energy (Ya, 2016). 
The topic of the present research aims to provide answers to some current issues of 
utmost importance, regarding the economy of numerous states especially today, when 
the increase of energy security is a priority by ensuring the supply of energy resources 
and by reducing the dependence on imported energy (Global, 2015). Being a complex 
reality, the present study focussed on the evolution, discovery and promotion of energy 
resource supplies, mainly due to an important aspect related the global supplies of oil 
that can sustain the current level of consumption only by 2014 and that of natural gas up 
to 2070, whereas the world supplies of coal could sustain the consumption for a period 
of more 200 years, even if the rate of consumption increases (Sims et al., 2007; Speirs et 
al., 2015). 
Many forecasts indicate an economic growth, which would imply a significant increase in 
energy consumption. (Hymans, 2016; Yáñez-Arancibia et al., 2014) 
Several experimental models have been achieved so far in this regard that use artificial 
intelligence and neural networks, which employed various economic indicators as input 
parameters, out of which a model has been selected whose predicted data converged best 
with the data reported officially by the internationally-recognized bodies. (Alam et al., 
2006; Cao, 2006). The model creates an artificial neural network, tested by input-output 
data, obtained through economic and statistical methods. 
In order to meet the requirements of the predictability characteristic, the influence of 
past values upon the indicator’s present and future values was considered. The model 
was developed, trained and tested using parameters for different periods of time.  
  
2. Theoretical Framework 
 

Artificial intelligence was chosen for this prediction model as it was based on 
historical data of a system and consequently, better understood and appreciated than 
other theoretical and empirical methods. Artificial intelligence can be used in this field 
because it offers innovative design-problem solving and provides almost an instant 
expertise on the effect of a proposed change in a model. The approach that uses these 
methods is the best option when the information is available and when fast and accurate 
enough algorithms cannot be obtained for processing. (Kornienko, 2015). 
The main reason for this choice is that modern research starts from statistical hypotheses 
on the observed phenomenon, its deduced logical consequences and then comparing the 
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information with the available data. If they are consistent, then the hypotheses are 
justified, or at least until a new, more accurate analysis is made.  
It is a well-known and also demonstrated fact that artificial neural networks have been 
developed to solve various problems as they can develop a memory able to make 
associations and connections between different input sets corresponding to certain 
output sets.  
 The main advantage of using artificial neural networks lies in their flexibility to 
distortions in input data and their ability to acquire, providing ideal solutions for a wide 
range of classifying and signal recognition problems as well as in forecasting and system 
modelling, especially where the process is characterized by a high complexity (Sözen et 
al., 2005). 
In order to achieve a good predictive network performance, it is essential to train it with 
data that are significant for the actual process. Relevant research literature shows that 
training a network based on data taken randomly and that covers the entire operating 
field, provides the best representation and generalization capacity. (Kalogirou, 2001) 
Russell and others stated that for an empirical model that is used in a closed-loop control 
system, the data acquisition training must be carried out under the same circumstances. 
(Russell and Norvig, 2003) 
The optimum number of neurons in the hidden layer, the number of training epochs or 
the mean squared error value cannot be predicted accurately before a proper evaluation 
of the network performance in several sets of experiments. The optimum number of 
those values can be determined only experimentally and depends on the type of problem 
and the structure of the neural network (Mellit, 2003), Grenander 198l), Geman, 1982, 
Feng et al. 2015). 
Another issue that can arise is related to the resources and data acquisition used in the 
experiment (Parker, 1982), Rumelhart, et al. 1986). 
All the above-mentioned aspects are highly important and in this regard, we chose to 
compare the data form different sources in order to identify their accuracy and thus to 
avoid the possibility of introducing false data.  
 
2.1 The importance of model building 

Based on certain scientific papers, on statistical and economic data and on 
information systems, the present research focused on renewable energy sources, 
highlighting the necessity of developing a model to predict the impact of renewable 
energy upon the economy (Zhang et.al. 2013). 
The impact of developing renewable energy requires imperatively models to predict, 
some logic programs that would allow decision-making and data analysis by selecting 
alternatives. In the view of building these models, in an early stage it was necessary to 
identify the economic indicators that have a major impact upon the development of 
renewable energies in general. 
Thus, the present study aimed at comparing, analysing and building a model using 
artificial intelligence and certain economic indicators that are important in economic 
prediction regarding renewable energy.  
The current study was completed with the development of a model-based application 
that is able to make predictions based on various input data. In order to validate the 
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model, verifiable data from renewable energy databases were analysed. The application 
was able to assess through stimulation the general behaviour and performance of the 
system that is modelled based on the input decisions. 
 
3. Work Methodology 
 

The model was implemented using the MATLAB program. 
 The input data represented in matrix correspond to the nine economic 
indicators (GDP, GDP annual increase rate a PIB, Employment rate, Work productivity, 
Exports, Total greenhouse gas emissions, Energy intensity, Weight of renewable energy 
resources out of the total primary energy, Performance of waste recycling) between 2000 
and 2013. 
 The input parameters and the matrix correspond to the nine economic 
indicators between 2000 and 2014. 
 Output data   is based on the statistical data of the eco-efficiency indicator for a 
period of 12 months, between 2000 and 2014. 
Output data (matrix) is based on the eco-efficiency indicator for a period of 12 months, 
between 2000 and 2015. 
 A high-performance algorithm- Levenberg-Marquardt was used for this 
neuronal network. This algorithm was designed to reach a second-order level training 
speed. For small and medium-size networks, it is usually applied the Levenberg-
Marquardt algorithm for training, if enough memory is available. This algorithm can 
achieve a lower mean square error that any other algorithm.   
However, as the number of weights in networks increases, its advantage decreases. This 
algorithm seems to be the most efficient training method of medium-sized feed-forward 
neuronal networks, with a moderate size (up to several hundred weights). 
An outcome with no poor performance was considered in network designing.  
The type of network used for developing the prediction model is Feed-forward Back-
propagation, trained with Levenberg-Marquardt algorithm, the outcome showed 
great accuracy for both cases, namely 2014 and 2015. 
The input data contain macroeconomic indicators (data) representing the level of 
economy, according to the statistics provided for each country that was taken into 
account, between  January 2000–December 2013 and January 2000 - December 2014.  
The selection of the first study case was based on the idea that if is used the economic 
indicators from databases regarded as official between 2000 – 2013, a neuronal network 
can be developed and trained that can subsequently be assessed with data for 2014. The 
results were synthesized in relevant graphs.   
Regarding the second case, the period between 2000 and 2014 was the basis for the 
neuronal network development and training, keeping the same indicators as in the first 
case and assessed with output indicator values for 2014. This set of successive tests for 
the creation, developing, training-learning, testing of a neuronal network was based on 
the assessment of outcome accuracy provided by this network for various case studies.      
Neuronal network training, validation and testing with data of economic indicators from 
the period between 2000 and 2014 
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 The input data are made up of 972 parameters, for the period between 2000 and 
2013, noted in the model with A matrix.  
 The output data are supplied by the values of output indicator for the period 
between 2000 and 2013, noted in the model with B matrix, containing 108 values. 
 Defining the testing matrix – the matrix noted Testin is made up of the nine 
indicators for the year following the testing, namely 2014, contains 108 values. During 
the training stage, the following structure of the neurons can be observed: 
 

 
Figure no. 1. Network configuration before training 
 
 Defining the matrix that contains data supplied by official organisms, 
considered as real data. The Testoutreal matrix is given by the output indicator for the 
year subsequent to training.   
 The network can be assessed by calling the SIM function, having as net 
parameters the network previously trained with the values plus another parameter 
representing the matrix of testing values. The resulting values are stored in a Testout-
noted matrix  
 The model performance, noted as perfTest, was calculated using the mean 
square error indicator.  
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Figure no. 2. Training a network with 
experimental data 

               Figure no. 3. Error Histogram  

 
 The number of epochs or the number of training epochs, acquisition and 
testing is noted as numEpochs. The maximum number of testing epochs is set as 1000. 
 The linear regression noted as R, called correlation coefficient, shows 
great accuracy of the model, between the real data and the simulated ones.   
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Figure no. 4. Training and validation of neuronal network 
 
The regression value presented in figure above is proving a very good performance of 
the model for the period of study of 2013-2014. The correlation coefficient has values 
over 0.99, which show a good correlation of the data for the training and validation and 
testing. 
The recordings that were taken over represent a real database regarding the economic 
indicators for the specified period of time. By using these data it was developed a model, 
using the MATLAB program, for predicting the renewable energy impact upon the 
economy. 
 
3.1 Motivation of selecting input and output indicators  

The selection of the macroeconomic indicators was based on economic studies, 
in the attempt to identify which are the most important ones (statistical data) 
economically and financially, when the assessment of an economic situation is aimed at.  
The indicators that were taken into account, regarded as relevant for assessing the impact 
and competitiveness of renewable resources sector upon the economy - input data – are 
the following: 
 GDP (I1); 
 GDP annual increase rate a PIB (I2); 
 Employment rate (I3); 
 Work productivity (I4); 
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 Exports (I5); 
 Total greenhouse gas emissions (I6); 
 Energy intensity (I7); 
 Weight of renewable energy resources out of the total primary energy (I8); 
 Performance of waste recycling (I9); 
 GBP expenditure (I10); 
 Weight of engineers and specialists in exact sciences (I11); 
 Level of workplace professional training (life-long learning) (I12); 
 TIC training index  (I13); 
 Stock of direct foreign investments (ISD) generated (I14). 
 
The above-mentioned economic indicators were selected taking into account the 
criterion of their importance in any economy overview. 
The output regarding the economic efficiency is given by the eco-efficiency indicator. 
Applying the eco-efficiency practices and technologies contributes to the productivity 
increase, improving environmental performance, reducing costs based on a more 
efficient use of energy and raw materials resources and the risk of designing new 
products with less-polluting substances. Due to eco-efficiency, an increase in income 
occurs. 
Also due to the application of eco-efficiency principles helps create new opportunities in 
terms of research, development, innovation, awareness and empowerment of energy 
suppliers and consumers, sustain reengineering process, marketing and sales. 
  
 
3.2 Building the prediction model 

In order to build a prediction model, certain economic indicators were identified 
in the initial stage, indicators that have a great impact upon the economy in general. In 
this regard, the economic indicators considered important in economic forecast were 
compared, analysed and modelled in the present study by using the artificial intelligence. 
Choosing the neuronal systems for the prediction model was based on the fact that this 
type of system is very reliable and runs with minimum maintenance. 
The prediction model was built and tested using the neuronal networks with 9 input 
parameters, in matrix form, 10 neurons in the hidden layer and an output matrix with 
one parameter as it is shown in the following figure. 
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Figure no. 5. The architecture of neural network - input/output indicators 
 
These parameters were analysed for the period 2000 and 2013, in two stages, in order to 
check the provisioned data, this endeavour helped optimizing the prediction model. In 
order to achieve a good performance with a predictive network, a priority was its training 
with representative data for the real economic process. Training an artificial neuronal 
network based on indicators that cover the entire operating range, provides the best 
representation and generalization. 
In the first stage were used in modelling data specific to period 2000-2013, testing 
modelling performance with data from 2014. This type of analysis was chosen to observe 
the variations of economic indicators starting with 2014. During this stage, ER data set 
were trained, simulated and tested using artificial intelligence. Also the eco-efficiency 
indicator evolution was monitored, noticing and analysing important aspects for 2013 
and 2014.  
In the second stage were used officially-declared economic data (internationally) of the 
economic indicators considered important in economic forecasting for the period 2000-
2014.   
The economic results for the national economy are the output of aggregate economic 
agents, validated by the market and knowledge and analysis of their evolution is very 
important in practice. Thus,    these economic results represent the starting point for 
decision-making regarding future orientation of attracting and using the factors of 
production, setting dimensions, structure, quality, supply and demand of economic 
goods, etc. 
The modern research starts from statistical hypotheses on the observed phenomenon, 
the logical consequences that are deduced being then compared with the available data. 
If they are consistent, the hypotheses are justified, at least until new more accurate 
observations. One of the main objectives of statistics is the assessment of uncertainty of 
inductive conclusions. 
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4. Results and discussion   
 

In MATLAB program, in the tests that were conducted, the output data sets are 
made up of statistical data, supplied internationally by official statistical studies, of 
Romania’s eco-efficiency indicator.   
  
In order to identify this process, a neuronal network was designed with the same input 
vector u and must generate a ym vector that estimates yp  to minimize the indicator error. 
 
e = yp – ym 

 
 The most important characteristic of neuronal networks is, in this case, their 
capacity to model both linear and nonlinear systems.   
The designing of this model started from the necessity of prevision intervals to assess the 
uncertainty of social and economic predictions. The neuronal network thus built and 
trained can be used both for diagnosis and prediction through stimulation.  
The training of the neuronal network was achieved by executing a relatively small 
number of cycles, at the same time being ensured the convergence of the training 
process, when the training outputs had been statistically determined.  
The structure of the neuronal network is described by the number of neurons and levels 
of network, determining the modelling tool.  
The provisioned intervals were calculated and monitored, based on the mean absolute 
error (MAE) and on mean squared error (MSE), indicators used by bodies accredited at 
the national and European level for forecasting.  

 
Figure no. 6. The performance of the neural network  
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The number of the epochs, or the number of training cycles, learning and testing is 
designated numEpochs. The maximum number of epochs of the test is set at 1000. 
numEpochs = tr.num_epochs 
numEpochs = 52. 
 
In the model, the data were partitioned in several training, validation and testing sets. 
Then, the training algorithm is executed on the training set until MSE begins to decrease 
on the validation set – which appears before reaching the minimum MSE on the training 
set. 
The role of forecast error indicators is to quantify the forecasting errors thus becoming 
the selection criteria in different methods.  
We consider the forecast error indicators at time t as being the difference between the 
forecasted value for the time  t and the actual value registered in time t: [Ghinea, M.; 
Fireteanu, V.; 2001] 
 
et = Yt - Pt 
where:: 
et – forecasting error at t time, 
Yt – value forecasted for t time, 
Pt – actual value registered for t time.  
 
If approached statistically, the most common performance function is the mean squared 
error (MSE) of the error signal represented by the difference between the expected signal 
and the output.   
In general as indicators for forecasting errors are used the mean squared error (MSE) – 
defined as a risk function that corresponds to the expected value of the squared error 
loss, i.e. it assesses the mean of squared error. By analogy for calculating MSE, we can 
consider the estimator as the forecasted value of growth rate (rc_p), and the parameter as 
its actual value (rc_e) and will result the following:  
 
MSE(rc_p) = Var(rc_p) + [Bias (rc_p, rc_e)]2 

  
 The higher difference between the value of MAE and that of MSE, the greater 
the variability of the data sets.   
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Figure no. 7. Validation of network performance 
 
The gradient value reflects how the weights have changed till have stabilized, in this case 
stabilized at epoch 58. The difference between the actual and the forecasted value using 
neural network model is smaller, and indicates that the model provides predictability with 
a greater degree of accuracy. 
 
  
 
 



54                                                         European Journal of Sustainable Development (2017), 6, 1, 42-56 

Published  by  ECSDEV,  Via dei  Fiori,  34,  00172,  Rome,  Italy                                                           http://ecsdev.org 

 
Figure no. 8. The real value vs the forecasted value for România 
 
 Following the previous figure can be noticed a slight delay to the actual values 
from those projected in the year 2014 of the indicator of eco-efficiency indicator. The 
biggest difference between the actual and forecasted value using neural network model is 
~ 3% at the level of December. This is considered to be very small difference, resulting 
developed that the model provides a very good predictability. It is observed that the 
biggest difference between the actual and forecasted value by using neural network 
model is ~ 12% to the level of March as it was considered to be an acceptable difference, 
resulting developed that the model provides a satisfactory predictability. 
In order to achieve the forecasting characteristic, the influence of past values of the 
modelled indicator was considered upon its present values. For this reason, the model 
shows the prediction particularity of the current values of the output variable by 
adjusting a function depending on the input and output past values. At the time t, the 
output is determined by x input at different past moments (t-input1, … , t-inputm) and y 
output at past times (t-output1, ..., t-outputn). 
In the analyses we conducted, it can be noticed that the results we obtained have similar 
values, therefore we can conclude that the selection of the nine economic factors 
influencing renewable energy could enable us to predict accurately this resource, when 
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the external factors that have a great impact upon the social and economic environment 
remain the same.    
 
Conclusions 
 

The present research aimed at developing and training an artificial neuronal 
network that was tested and validated with input-output sets, obtained by economic and 
statistical methods. The current study presented significant contributions able to provide 
theoretical aspects in developing some projects that can be applied in economy, 
economic forecasting models, by using artificial intelligence techniques, models posing a 
challenge to the IT system as well. 
A major conclusion that can be drawn is that by using simultaneously classical 
forecasting methods with the ones used in artificial intelligence, new models can be 
developed, able to supply more accurate and better structured data than each of these 
methods taken separately. 
Starting from these premises, a prediction model for economic growth was designed and 
tested using neuronal networks with 9 input parameters, in the matrix form, 10 neurons 
in the hidden layer and an output matrix with one parameter. The high performance 
algorithm Levenberg-Marquardt was used to build this neuronal network that operates 
on sets and designed to reach a second-order level training speed. It can be observed that 
the technique we used has led to satisfactory output results.  
   The main concerned was how to build the structure of the neuronal network, the 
number of layers and neurons corresponding to each of them, so that the results to be as 
close to truth as possible and the objective of the experiment to be achieved. Thus there 
were calculated and monitored the differences between the values resulted due to the 
prediction model achieved by using neuronal networks and the official values supplied by 
bodies accredited internationally for renewable energy. In order to verify the accuracy of 
the model, the output data were compared with the actual data, officially provided by 
authorities in economic field. 
For further research, we can identify potential for improvement by data reorganizing in 
time and space as well as changing the utilities input-output indicator. An attempt can 
also be made in developing the existing model so that it can automatically retrieve the 
data supplied by the authorities and in implementing a monitoring function to generate 
reports at predefined regular intervals. 
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